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Monte Carlo Method 

• Pricing a Call Option 
 

    
• 𝐼𝑁[𝑓] =

1

𝑁
 𝑓(𝑠𝑒𝑞𝑢𝑒𝑛𝑐𝑒 𝑜𝑓 𝑟𝑎𝑛𝑑𝑜𝑚 𝑝𝑜𝑖𝑛𝑡𝑠, 𝐾) 𝑁
𝑘=1 =𝑒−𝑟𝑇[

1

𝑁
 max (𝑆𝑇

𝑘𝑁
𝑘=1 -K,0)] 

• 𝐼 𝑓 = 𝐵𝑙𝑎𝑐𝑘 𝑆𝑐ℎ𝑜𝑙𝑒𝑠 𝑓𝑜𝑟𝑚𝑢𝑙𝑎 
 

    ԑ = 𝐼 𝑓 − 𝐼𝑁 𝑓  
 

– Slow convergence: ԑ𝑁 =
σ(𝑓)

𝑁1/2
 

• 𝑓 σ  can be decreased by : antithetic variables or control variates. 

• But the rate the converge remains: ԑ𝑁~
1

𝑁1/2
 

    
 
 



Monte Carlo Method 

• MC with Sobol   

– Improve convergence in Monte Carlo    ԑ𝑁=
𝑂(ln 𝑁)𝑛

𝑁
 

 

– Discrepancy is a measure of deviation of uniformity. 

– Best uniformity of distribution for as N goes to infinity. 

–  Parallelization can be achieved by changing parameters in 
the “Preprocessing” part of the code. 

– No inter-processor communication is needed. 

 
 

 

 



Monte Carlo Method 

• MC with Sobol   

– Improve convergence in Monte Carlo    ԑ𝑁=
𝑂(ln 𝑁)𝑛

𝑁
 

– If N= 2𝑘, 𝑘 𝑖𝑠 𝑖𝑛𝑡𝑒𝑔𝑒𝑟 

– Discrepancy is a measure of deviation of uniformity. 

– Best uniformity of distribution for as N goes to infinity. 

–  Parallelization can be achieved by changing parameters in 
the “Preprocessing” part of the code. 

– No inter-processor communication is needed. 

 
 

 

 



Monte Carlo Method 
Intel(R) Core (TM) i7-3612QM CPU@2.10GHz RAM   8.00GB   64 bit OS 

  

 

Random/ 
Processors 
Number 

Seconds Exact Price MC Price NPaths        N Absolute 
Error 

Sobol/8 6.340026 19.620613 19.561750 2 1000000 5.886e-02 

Pseudo/8 6.575098 19.620613 21.795881 2 1000000 2.175+00 

Sobol /4 3.427575 19.620613 19.417058 1 1000000 2.036e-01 

Pseudo/4 3.466962 19.620613 21.053336 1 1000000 1.433e+00 

mailto:CPU@2.10GHz


Monte Carlo Method 
Intel Core 2 Duo  CPU@3.06GHz RAM 4.00GB   32 bit OS 

  

 

Random/ 
Processors 
Number 

Seconds Exact Price MC Price nPaths       N Absolute 
Error 

Sobol/4 12.831499 19.620613 19.731652 2 1000000 1.110e-01 

Pseudo/4 12.721947 19.620613 25.817706 2 1000000 6.197e+00 

Sobol /4 18.478064 19.620613 19.446532 3 1000000 1.741e-01 

Pseudo/4 18.931408 19.620613 29.742907 3 1000000 1.012e+01 

mailto:CPU@3.06GHz


Monte Carlo Method 

  

 

Precision 
Floating 

Real Number 
 
𝑦 = 1 + 𝑥 2𝑟  

 
 𝟎 < 𝒙 < 𝟏 

The most 
significant 

Binary 
representation 
exponent part 

Binary 
representation 
of the mantissa 
part 

Single   
𝑦 𝑖𝑠 𝑑0𝑑1 …𝑑31 

𝑑0= 0 𝑑1…𝑑8 
r+127 

r is the floating 
point exponent 
-126 < r < 127 

𝑑9…𝑑31 
 

𝑥223 

Double   
𝑦 𝑖𝑠 𝑑0𝑑1 …𝑑63 
 

𝑑0 = 0 𝑑1…𝑑11 
 r is the floating 
point exponent 
-1022 < r < 1023 

𝑑12…𝑑63 
 

𝑥252 



Monte Carlo Method 
Atanassov’s Algorithm Sobol Generator 

  

 Single 
1. X ~[0,1) 
2. Y is the mantissa 
3. Y is stored as a 32 bit 
integer 
4. If one xor’s 001111111 to 
the nine most-significant bits 
of y 
5. Remains in memory is the 
floating-point representation 
of (1+x).  

Double 
 
 
 
 
4. If one xor’s 001111111111 
to the twelve most-significant 
bits of y 

Avoids the multiplication and conversion from integer to floating point 





Monte Carlo Method 

• Conslusion 
– Monte Carlo Convergence with Sobol’s sequences can be generated with 

speeds comparable or superior to those of pseudo random generators. 

 

– MPI is straightforward to be implemented to do Monte Carlo with Sobol’s 
sequences. 

 

– Pricing Exotic Options  can be easily implemented. 

 

 



Monte Carlo Method 
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