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Project Overview & Goal




Project Ovarvieaw & Goz)

is to factor a matrix into a LU
Decomposition using parallel techniques on a graphics-
processing unit (GPU) at an optimal speed.

are used for the factorization and their
performance results are compared with the
corresponding sequential versions.

without pivoting using a loop
unrolling technique.

with partial pivoting using a
block algorithm.



It’s useful for many applications, such as
solving Linear Equations.....and most
importantly it needs to be fast!
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Challenges & Learnings




Surnmzary of Cnallengaes & Laarnings

Review performance of individual
components

Memory transfer from host to
device

Working with external libraries

When in doubt...write/run the code
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Mearmory Transiar frorm nost to den

Try to minimize transfer

Sometimes better to do trivial work on GPU
than to transfer back and forth

CPU/GPU hybrid algorithm —difficult to reduce
transfers












