


The main thing we'll be studying is methods.

Methods have an input and an output. Both are inaccurate (-> have an error).

We want to say something about error at output vs error at input.

What could we say?

Is a condition number typically < 1?

Relative condition number = 
(Relative error at output)

(Relative error in input)

Not typically.

Let's put condition number in terms of "digits".

If I have 3 accurate digit in my input, then my rel. error on input
is 0.001.

Say my condition number is 10.

Then the relative error on the output is 0.01.

My output has 2.



Can we take norms of matrices, too?

Why does that fall short?

Suppose we have a vector with 

Then if we know that a matrix has norm 

Then we would like to be able to say that

Suppose for that same matrix, I use a vector 

Then



In the next chapter, we'll start thinking about solving systems of linear

equations on a computer. What can norms and condition numbers

help us say about that?

Can you give an example?

unknown = output

bonus assumption:
A is invertible

achieved for 

only shows
"      "

but it's actually
"       "



Multiplying a vector by a matrix is an 'operation', too! So why so compl

What's the condition number of a 'matvec', a matrix-vector multiplication?

So what have we just learned?

Solving linear systems: 

Matvec:
Assume A invertible


