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Elimination Matrices
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Gaussian Elimination with Elementary 

Elimination Matrices 



Another Way to Look at A



Quick Aside: Singular Matrices

 Is the matrix singular?

 Does it have an LU decomposition?
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Need for pivoting (the obvious case)

 Is this matrix singular?

 Does it have an LU decomposition? 
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Need for pivoting 

(the less obvious case)

 Small pivots are bad

 We’ll discuss why when we talk about floating point

 Solution exchange rows so that the largest entry on or 

below the diagonal becomes the pivot.

 Why on or below?
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Partial Pivoting



Permutation Matrices

 P is a permutation matrix 

 it is a row-wise reordering of the identity matrix.

 PA will reorder the rows of A

 Example
0 1 0
1 0 0
0 0 1



Permutation Matrices

 Example
0 1 0
1 0 0
0 0 1

𝑎 𝑏 𝑐
𝑑 𝑒 𝑓
𝑔 ℎ 𝑖



Partial Pivoting - Example
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Partial Pivoting - Example



Partial Pivoting - Example



Partial Pivoting - Example



Partial Pivoting - Example



Partial Pivoting - Example



When do you not need to pivot?

 Diagonally dominant matrices where

 𝑖=1,𝑖≠𝑗
𝑛 𝑎𝑖𝑗 < 𝑎𝑗𝑗



When do you not need to pivot?

 Symmetric Positive Definite Matrices

 𝐴 = 𝐴𝑇

 𝑥𝑇𝐴𝑥 > 0 for all 𝑥 ≠ 0

 Cholesky Factorization is an option

 𝐴 = 𝐿𝐿𝑇

 No pivoting

 Only need to store lower triangle of A

 Half as much work as LU factorization



Aside: Computational Complexity of 

Matrix Multiplication



Aside: Don’t Use Cramer’s Rule



Solving Banded Systems



Tridiagonal Systems



Tridiagonal Systems



M-Band Systems


